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Abstract—On-line signature verification systems are mainly based on two approaches: feature- or time functions-based systems (a.k.a. global and local systems). However, new sources of information can be also considered in order to complement these traditional approaches, reduce the intra-class variability and achieve more robust signature verification systems against forgers. In this paper we focus on the use of the concept of complexity in on-line signature verification systems. The main contributions of the present work are: 1) classification of users according to the complexity level of their signatures using features extracted from the Sigma LogNormal writing generation model, and 2) a new architecture for signature verification exploiting signature complexity that results in highly improved performance. Our proposed approach is tested considering the BiosecurID on-line signature database with a total of 400 users. Results of 5.8% FRR for a FAR = 5.0% have been achieved against skilled forgeries outperforming recent related works. In addition, an analysis of the optimal time functions for each complexity level is performed providing practical insights for the application of signature verification in real scenarios.
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I. INTRODUCTION

On-line signature verification is experiencing high development due to the technological evolution of digitizing devices, including smartphones, and also as it finds application in many different sectors such as security, e-government, healthcare, education or banking [1], [2]. Two main approaches have been considered in on-line signature verification: 1) feature-based systems (a.k.a. global systems), and 2) time functions-based systems (a.k.a. local systems). While global systems are based on a set of features extracted from a signature, local systems consider whole time sequences providing more discriminant information and generally resulting in better system performance results [3].

New sources of information have been analysed in recent years in order to complement the traditional global and local systems and therefore, reduce the intra-class variability and achieve more robust signature verification systems against forgers. In this sense, it is important to consider the high potential of systems based on information extracted from writing generation models. These models allow the analysis of features related to motor control processes and the neuromuscular response, providing complementary features to the traditional X and Y pen coordinates and pressure. One of the most well-known writing generation models is the Sigma LogNormal model [4]. This model has recently been used in [5] and [6] with success. In [5] the authors proposed a skilled forgery detector using some features extracted from the Sigma LogNormal model whereas in [6], a new set of features was proposed achieving very good performance with few features and a system based on the Dynamic Time Warping algorithm (DTW). This model has been used not only for signature verification purposes but to monitor a range of neuromuscular diseases [7].

Another important source of information relates to the concept of complexity. Signature verification systems have been shown to be highly sensitive to signature complexity [8]. In [9], Alonso et al. evaluated the effect of the complexity and legibility of the signatures for off-line signature verification (i.e. signatures with no available dynamic information) pointing out the differences in performance for several matchers. Signature complexity has also been associated to the concept of entropy, defining entropy as the inherent information content of biometric samples [10], [11], [12]. In [13] a “personal entropy” measure based on Hidden Markov Models (HMM) was proposed in order to analyse the complexity and variability of on-line signatures regarding three different levels of entropy. In addition, the same authors have recently proposed in [14] a new metric known as “relative entropy” for classifying users into animal groups (see the biometric menagerie [15]) where skilled forgeries are also considered. Despite all the studies performed in the on-line signature trait, none of them have exploited, as far as we are aware, the concept of complexity in order to develop more robust and accurate on-line signature verification systems.

The main contributions of the current work are twofold, namely: 1) classification of users according to the complexity level of their signatures using features extracted from the Sigma LogNormal writing generation model, and 2) a new architecture for signature verification exploiting signature complexity that results in highly improved performance.

The remainder of the paper is organized as follows. In Sec. II, our proposed methods for improving on-line signature verification systems are described. Sec. III describes the
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BiosecurID on-line signature database considered in the exper-
imental work. Sec. IV describes the experimental protocol and 
the results achieved. Finally, Sec. V draws the final conclusions 
and points out some lines for future work.

II. PROPOSED METHODS

The main goal of this work is to enhance traditional on-line 
signature verification systems including information related to 
the concept of signature complexity and the Sigma LogNor-
mal writing generation model. The following two stages are 
proposed in this work.

A. Signature Complexity Detector

This section describes the signature complexity detector 
proposed in this work. This detector is based on features 
extracted from the Sigma LogNormal model, which was 
first introduced to on-line signature in [4] and emulates the 
physiological model of human movement production for the 
generation of signatures. The idea of this approach is based on 
modelling one signature as a sum of single strokes in which 
each stroke has a lognormal velocity profile. Therefore, one 
signature can be modelled as follows:

\[ \vec{v}(t) = \sum_{i=1}^{N} \vec{v}_i(t) \text{ with } N \geq 2 \] (1)

where \( N \) represents the number of strokes involved in the 
generation of a given signature and \( \vec{v}_i(t) \) is the lognomal 
velocity profile of the \( i \)-th stroke. Fig. 1 shows an example of 
the lognormal velocity profiles extracted for each stroke of 
one signature.

We propose to use the number of lognormals (\( N \)) that 
models each signature as a measure of the complexity level 
of the signature. Once this parameter is extracted for all 
available genuine signatures of the enrolment phase, the user 
is classified into a complexity level using the majority voting 
algorithm. Only genuine signatures are considered in our pro-
posed approach for measuring the user signature complexity 
level. The advantage of this approach is that the signature 
complexity detector can be performed off-line thereby avoiding 
time consuming delays and making it feasible to apply in 
real time scenarios.

B. Complexity-based Signature Verification System

A separate on-line signature verification module based on 
time functions (a.k.a. local system) has been considered for 
each complexity level. For each signature acquired using a 
digitizing tablet (see Sec. III), signals related to \( X \) and \( Y \) 
pen coordinates and pressure are used to extract a set of 
23 time functions, similar to [16] (see Table I). The more 
discriminative and robust time functions of each complexity 
level are selected using the Sequential Forward Feature Se-
lection algorithm (SFFS) enhancing the signature verification 
system in terms of EER. The reason for the use of this 
time-function selection algorithm has been motivated due to 
the good results obtained in [17]. In that work the authors 
reduced the degradation of the system performance on device 
interoperability scenarios selecting the more robust features by 
the SFFS algorithm.

The local system considered in this work for computing 
the similarity between the time functions from the input and 
training signatures is based on the DTW algorithm. Scores are 
obtained as:

\[ \text{score} = e^{-D/K} \] (2)

where \( D \) and \( K \) represent respectively the minimal accumu-
lated distance and the number of points aligned between two 
signatures using the DTW algorithm.

III. ON-LINE SIGNATURE DATABASE

The BiosecurID database [18] was utilized in the exper-
imental work of this paper. This database is comprised of 16 
original signatures and 12 skilled forgeries per user, captured 
in 4 separate acquisition sessions leaving a two-month interval 
between them. There are a total of 400 users and signatures 
were acquired considering a controlled and supervised office-
like scenario. Users were asked to sign on a piece of paper, 
inside a grid that marked the valid signing space, using an 
inking pen. The paper was placed on a Wacom Intuos 3 
pen tablet that captured the following time signals of each 
signature: pen-up, pen-ins, pressure (1024 levels) and timestamp (100 Hz). In addition, 
pen-up trajectories are available. All the dynamic information 
is stored in separate text files following the format used in 
the first Signature Verification Competition, SVC [19]. The 
signature acquisition process was supervised by a human 
operator whose task was to ensure that the collection protocol 
was strictly followed and that the captured samples were of 
sufficient quality (e.g. no part of the signature outside the 
designated space), otherwise, the donor was asked to repeat a 
given signature.
IV. EXPERIMENTAL WORK

A. Experimental Protocol

The experimental protocol has been designed to allow the study of different complexity levels in the system performance. Two main experiments are carried out: 1) evaluation of the signature complexity detector proposed in this work in order to classify users into different complexity levels, and 2) evaluation of the proposed approach based on a different on-line signature verification system for each signature complexity level.

In the first experiment (Sec. IV-B1), all genuine signatures of BiosecurID database are considered in order to generate the probability density function of the number of lognormals and select three possible signature complexity levels. This was achieved following the same experimental protocol carried out in previous related works [13], [14]. It is important to highlight that in our proposed signature complexity detector, each user is classified into a complexity level group extracting only the number of lognormals of the enrolment signatures and then using the majority voting algorithm for classification, which does not require any training, so this does not introduce any bias in the evaluation results. In the second experiment (Sec. IV-B2 and IV-B3), the BiosecurID database is split into development dataset (40% of the users) and evaluation dataset (the remaining 60% of the users). The development dataset is considered in order to select the most discriminative and robust time functions for each signature complexity level using the SFFS algorithm whereas the evaluation dataset is considered for the evaluation of the proposed system.

For the analysis of our proposed signature complexity detector (Sec. IV-B1), and the development and evaluation of our proposed complexity-based signature verification systems (Sec. IV-B2 and Sec. IV-B3), the 4 genuine signatures of the first session are used as reference signatures, whereas the remaining genuine signatures (i.e. 12) are used for testing. Skilled forgery scores are obtained by comparing the reference signatures against the available skilled forgeries for each user (i.e. 12) whereas random (zero-effort) forgery scores are obtained by comparing the reference signatures with one genuine signature of each of the remaining users. The final score is obtained after performing the average score of the four one-to-one comparisons.

B. Experimental Results

1) Analysis of the Signature Complexity Detector: The signature complexity detector proposed in this work is based on the use of decision thresholding techniques. These techniques were successfully applied in [8] for score normalization.

The signature complexity detector is performed in two different steps. First, the Sigma LogNormal parameter $N$ (see Sec. II-A) is extracted for each available genuine signature (i.e. a total of $400 \times 16 = 6400$ genuine signatures). Following this stage, lognormals from all genuine signatures are automatically classified into three signature complexity levels (low, medium and high) using $K$-means algorithm with $k = 3$ as proposed in [14]. Finally, the resulting signature complexity has been manually assessed and slightly adjusted to generate the final complexity-dependent decision thresholds.

Fig. 2 shows the distribution of the number of lognormals for all genuine signatures across BiosecurID database. The three proposed complexity-dependent decision thresholds are highlighted by red dashed lines.

For the analysis of our proposed signature complexity detector (Sec. IV-B1), and the development and evaluation of our proposed complexity-based signature verification systems (Sec. IV-B2 and Sec. IV-B3), the 4 genuine signatures of the first session are used as reference signatures, whereas the remaining genuine signatures (i.e. 12) are used for testing. Skilled forgery scores are obtained by comparing the reference signatures against the available skilled forgeries for each user (i.e. 12) whereas random (zero-effort) forgery scores are obtained by comparing the reference signatures with one genuine signature of each of the remaining users. The final score is obtained after performing the average score of the four one-to-one comparisons.
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1) Analysis of the Signature Complexity Detector: The signature complexity detector proposed in this work is based on the use of decision thresholding techniques. These techniques were successfully applied in [8] for score normalization.
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B. Experimental Results

1) Analysis of the Signature Complexity Detector: The signature complexity detector proposed in this work is based on the use of decision thresholding techniques. These techniques were successfully applied in [8] for score normalization.

The signature complexity detector is performed in two different steps. First, the Sigma LogNormal parameter $N$ (see Sec. II-A) is extracted for each available genuine signature (i.e. a total of $400 \times 16 = 6400$ genuine signatures). Following this stage, lognormals from all genuine signatures are automatically classified into three signature complexity levels (low, medium and high) using $K$-means algorithm with $k = 3$ as proposed in [14]. Finally, the resulting signature complexity has been manually assessed and slightly adjusted to generate the final complexity-dependent decision thresholds. The signature complexity detector is performed in two different steps. First, the Sigma LogNormal parameter $N$ (see Sec. II-A) is extracted for each available genuine signature (i.e. a total of $400 \times 16 = 6400$ genuine signatures). Following this stage, lognormals from all genuine signatures are automatically classified into three signature complexity levels (low, medium and high) using $K$-means algorithm with $k = 3$ as proposed in [14]. Finally, the resulting signature complexity has been manually assessed and slightly adjusted to generate the final complexity-dependent decision thresholds.
medium-complexity level. Fig. 3 shows some of the signatures classified into each complexity level. Our proposed signature complexity detector has obtained similar results compared to previous works: signatures with a high complexity level tend to be longer in writing time and have a more similar appearance to handwriting. However, signatures classified into a low complexity level are shorter in time and are generally simple flourish with no legible information.

We now analyse each resulting complexity level following the same procedure proposed in [14]: analysing the system performance with only X and Y pen coordinates for different complexity groups. It is important to remark that each user is classified into a complexity level applying the majority voting algorithm to all available enrolment signatures of the user (see Sec. II-A). Fig. 4 shows the system performance in terms of DET curves for each signature complexity level. In addition, Table II shows the system performance obtained for each complexity level in terms of EER%.

The results show different system performance regarding the signature complexity level. Users with a high complexity level have an absolute improvement of 4.3% compared to users categorized into a low complexity level for skilled forgeries. Therefore, the idea of considering a different optimal on-line signature verification system for each signature complexity level is analysed in the following sections in order to select the most discriminative and robust time functions for each complexity group and reduce the system performance.

### Table II

<table>
<thead>
<tr>
<th>Complexity Level</th>
<th>Skilled forgeries</th>
<th>Random forgeries</th>
</tr>
</thead>
<tbody>
<tr>
<td>Low C.</td>
<td>22.2</td>
<td>3.6</td>
</tr>
<tr>
<td>Medium C.</td>
<td>21.7</td>
<td>2.4</td>
</tr>
<tr>
<td>High C.</td>
<td>17.9</td>
<td>2.6</td>
</tr>
</tbody>
</table>

**Fig. 3.** Signatures from the BiosecurID database categorized for each complexity level using our proposed signature complexity detector.

**Fig. 4.** Experiment 1: System performance of each signature complexity level considering skilled forgeries.

2) **Time-Functions Selection for the Complexity-based Signature Verification System:** First we analyse which are the most discriminative and robust time functions for each signature complexity level using the SFFS algorithm over the development dataset as it is described in Sec. II-B. The following three cases are studied:

1) Time functions selected for all three signature complexity levels.
2) Time functions selected only for medium and high signature complexity levels.
3) Time functions selected only for low and medium signature complexity levels.

For the first case, the time functions $\tilde{z}_n$, $\tilde{\alpha}_n$ and $\nu_n$ (see Table I) have been selected in all systems as robust time
functions regardless of the signature complexity level. These time functions are the variation of pressure, variation of acceleration and ratio of the minimum over the maximum speed and provide general and valuable information to all signature verification systems about the knowledge and speed of the users performing their signatures. For the second case, the time functions \(v_n, y_n\) and \(\alpha_n\) have been selected for both medium and high signature complexity levels. These time functions provide information related to the variation of the velocity, vertical acceleration and variation of angle, time functions more related to the geometry of characters and therefore, with the handwriting. Finally, the time function \(c_n\) is the only one selected for the third case and provides information related to the angles as signatures with low and medium complexity level are usually categorized for having simple flourishes with no legible information. It is important to highlight that the time function \(y_n\) is not selected for users with low signature complexity level. In other studies [20], [21], this time function was selected in most optimal systems. However, the vertical acceleration seems not to be very discriminative for users with low signature complexity level as their signatures are usually simpler and not related to handwriting.

3) Experimental Results of the Complexity-based Signature Verification System: In this section we evaluate our proposed approach based on the use of the signature complexity detector and the selection of the most discriminative time functions for each complexity level over the evaluation dataset. Table III shows the results achieved using our Proposed Systems. In order to make comparable our approach proposed in this work, we have used the same Baseline System recently studied in [5] and based on the use of the DTW algorithm with a total of 9 fixed time functions. The only two differences between the Proposed and Baseline Systems in Table III are: 1) the signature complexity detector, and 2) selection of time functions for each complexity level.

Analyzing the results obtained, our Proposed Systems achieve an average absolute improvement of 2.5% EER compared to the Baseline System for the case of skilled forgeries. It is important to note that for the most challenging users (users with low signature complexity level), our proposed approach achieves an absolute improvement of 3.7% EER compared to the Baseline System. For completeness, Fig. 5 shows two examples of errors of our proposed system. First, a genuine comparison detected as a forgery, and second a skilled forgery test detected as a genuine signature. Analysing the results obtained for the random forgery cases, our Proposed Systems also achieve improvements for all complexity levels. For this case, the improvement has been lower than for skilled forgery cases due to its low values and the way that the SFFS algorithm was applied during the training of the systems (focused on skilled forgery cases). Therefore, the results obtained after applying our proposed approach based on complexity-based signature verification systems have outperformed the state-of-the-art results for the BiosecurID database [5], [22].

For completeness, Fig. 6 shows the performance of the Baseline and Proposed Systems considering all complexity levels together in terms of the false rejection rate (FRR) at different values of false acceptance rate (FAR). Our Proposed Systems achieve a final value of 5.8% FRR for a FAR = 5.0% and 3.9% FRR for a FAR = 10.0%. These results show the importance of considering different signature verification systems for each signature complexity level in order to enhance the verification systems with more robust time functions.

V. CONCLUSIONS

In this paper the concept of complexity is exploited in order to improve the traditional approaches in on-line signature verification. A new methodology based on the two following stages is proposed: 1) classification of users according to the complexity level of their signatures using features extracted from the Sigma LogNormal writing generation model, and 2) a new architecture for signature verification exploiting signature complexity that results in highly improved performance. Our proposed approach has been analysed considering the BiosecurID on-line signature database with a total of 400 users.

Our Proposed Systems have achieved an average absolute improvement of 2.5% EER compared to the Baseline System.
for the case of skilled forgeries. It is important to note that for the most challenging users (users with low signature complexity level), our proposed approach has achieved an absolute improvement of 3.7% EER compared to the Baseline System. Finally, for the case of considering all complexity levels together, our Proposed Systems have achieved a final value of 5.8% FRR for a FAR = 5.0%. These results have outperformed the state-of-the-art. In addition, an evaluation of the most discriminative and robust time functions of each signature complexity level has been carried out pointing out some practical insights for the application of signature verification in practical scenarios.

For future work, the approach considered in this work will be further analysed using the e-BioSign public database [23] in order to consider new scenarios such as the case of using the finger as the writing tool or the case of acquiring signatures using independently the stylus or the finger as the writing tool (i.e. mixed writing-tool scenarios). Future work also include the exploration and exploitation of signature complexity across time [24], and the relation of the signature complexity between dynamically acquired signatures as studied here, and the related signature images [25].
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