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Abstract—The last research efforts made in the face recognition community have been focusing in improving the robustness of systems under different variability conditions like change of pose, expression, illumination, low resolution and occlusions. Occlusions are also a manner of evading identification, which is commonly used when committing crimes or thefts. In this work we propose an approach based on the fusion of non-occluded facial regions that is robust to occlusions in a simple and effective manner. We evaluate the region-based approach in three face recognition systems: Face++ (a commercial software based on CNN) and two advancements over LBP systems, one considering multiple scales and other considering a larger number of facial regions. We report experiments based on the ARFace database and prove the robustness of using only non-occluded facial regions, the effectiveness of a large number of regions and the limitations of the commercial system when dealing with occlusions.

I. INTRODUCTION

Face recognition has been established in the biometric recognition field as one of the least intrusive traits. During the last decade, research efforts have switched from controlled and constrained scenarios to unconstrained and uncontrolled ones. The majority of these new recent efforts have been focused on improving face recognition systems under variability conditions such as illumination [13], pose or expression [16] and low-quality images [18]. In the last few years, the problem of face recognition under occlusions has also started to receive attention from the face recognition community [5], [12].

Occlusions can significantly affect the performance of face recognition systems. There are many different objects that people may wear causing occlusions. The number of reasons for wearing them is also countless. Some people may partially cover their face undeliberately. For instance, there are the veils or burkas for religious or cultural convictions. Others may wear artefacts for safety reasons like mouth masks or head caps for medical staff; mouth masks for people in extreme-pollution cities; helmets and eye masks for extreme adverse weather conditions; sunglasses, scarves, caps or hats for adverse weather conditions. People practising any type of sport may wear an accessory that covers part of the face such as swimming caps or eyewears for swimming or helmets for rugby, among others.

There is also the case of criminals, thieves, football hooligans, etc. who tend to wear scarves, sunglasses or even balaclavas on purpose so that they can not be recognized. This variety of potential occlusions is very common to be present in unconstrained and forensic scenarios. As an example of a forensic scenario, the two brothers of the Boston Marathon [7] were wearing sunglasses and caps, making very difficult their identification by both automatic systems and forensic experts. State-of-the-art approaches based on deep learning techniques have reported images showing people with occlusions as common mistakes [17]. Therefore, more research is needed in the search of robust face recognition systems under any type of occlusions.

The work carried out in [9] explored the problem of face recognition with occlusions under a patch-based approach. They divided the image into 64 blocks and then LGBPHS are computed for each block. The final feature vector is the concatenation of all LGBPHS descriptors of each block. The comparison between two images is obtained by computing the chi-square distance between the non-occluded patches. In [2], a region-based approach is developed. In this case, four regions (eyes, eyebrows, nose and mouth) are considered and each of them is described by a combination of local binary patterns with different radius.

From our point of view, approaches based on patches are not as meaningful as using facial regions, as facial regions are more in compliance with the forensic examiner point of view than facial patches [15]. Typical facial regions configurations in the challenge of face recognition under occlusions usually work with no more than 4 regions [2]. However, there is still facial information that has been left aside. Chin, ear, forehead are examples of regions that are not normally considered in region-based face recognition systems and may be useful to achieve more robust face recognition systems. Based on that, in this work:

• we empirically prove the robustness of region-based approaches under occlusions, showing that the simplicity of fusing non occluded facial regions surpasses state-of-the-art approaches [17]. We confirm also the conclusions achieved in [2], [9].
• we propose a novel and simple approach considering the fusion of 15 facial regions, achieving important relative improvements with respect to the 4-facial region approach. Future extensions of this approach will help to address more uncontrolled types of occlusions.
we provide an exhaustive analysis of holistic and 4 and 15 facial regions approaches conducting experiments with the Face++ commercial system, a Multiscale LBP system and a LBP system. We also analyse the impact of occlusions in the extraction of facial regions and their individual performance, being them occluded or not.

Three different scenarios are considered: neutral, sunglasses and scarf. The results achieved prove the benefits of discarding the occluded regions and using a large number of facial regions, achieving an average relative improvement of EER of 57.92% and 75.98% for sunglasses and scarf scenarios respectively compared to using only 4 facial regions.

This paper is structured as follows. Section II describes the ARFace database. Section III features the three different face recognition systems considered in this work. Section IV addresses the experimental protocol followed in our experiments and Section V presents the major results obtained in this paper. Finally, Section VI offers some brief conclusions and future work.

II. DATABASE

There are only two reference databases that explicitly deal with occlusions: ARFace database [8] for the 2D domain, and UMB-DB [4] for the 3D domain. ARFace database is the one considered in this work, as it is the most popular benchmark database in the literature that deals with real occlusions (there are other databases that generate artificial occlusions).

ARFace database contains images of 136 subjects (76 men and 60 women). It is comprised of 26 images per subject divided into two sessions of 13 images each. Images present variations regarding expressions (neutral, smile and anger), illumination, and occlusions (sunglasses and scarf), and are acquired under controlled conditions. Sessions are separated by two weeks. There are some subjects with some single missing images and other subjects that only have one of the two sessions. The database is comprised hence of more than 3300 images. Images are 768 × 576 pixels.

III. SYSTEM DESCRIPTION

As already mentioned, three different systems are considered: the Face++ (commercial system\(^1\) based on deep neural networks), a Multiscale LBP and a LBP approach.

A. Preprocessing

The preprocessing stage is different according to the specific face recognition system employed. In the case of Face++ system images are divided into the different patches that feed the neural network. For the LBP-based systems, first landmarks are extracted using the Face++ automatic landmark extraction module, and then, the image is gray scaled and aligned according to the position of the eyes.

\(^1\)For more information please visit http://www.faceplusplus.com/api-overview/. We use the Official Matlab SDK For Face++ v2.

B. Face++ commercial system

Face++ is a commercial face recognition system, which has achieved striking performance rates in the LFW competition (achieving the second best rate in the unrestricted with labelled outside data protocol with 0.9950±0.0036 of mean accuracy). Face++ is based on a structure of deep network called Pyramid CNN [11]. This approach adopts a greedy-filter-and-downsample operation enabling the training procedure to be very fast and computation efficient. The structure of the Pyramid CNN can naturally incorporate feature sharing across multi-scale face representations, increasing the discriminative ability of the resulting representation.

In our case, the Face++ API is used in order to obtain verification results. It is worth noting that there is not a public description of the particular implementation used by this API. First, the faces to be compared are individually detected by using the detection module of the API. Once faces are detected a similarity score is obtained by calling the comparison stage. The API Face++ gives similarity scores for four facial regions: eyebrows, eyes, nose and mouth.

C. LBP approaches

Apart from the commercial Face++ system, in this work two LBP approaches are proposed: a Multiscale LBP system and a LBP system using 4 and 15 facial regions respectively. A facial region is extracted by defining a region around specific landmarks. Landmarks are provided by the Face++ API. Three different configurations are available: 5, 25 and 83 landmarks. After several experiments, the set of 25 landmarks is the one chosen for extracting the different regions (see Figure 1).

1) Multiscale LBP system for 4 regions: Our implementation of Multiscale LBP system is inspired by the system proposed in [3], which describes a face through LBP features \[^1\] computed at regions centred in landmarks at different scales. However, as we follow an approach based on facial regions, the approach carried out in this paper computes the LBP features of each facial region at different scales rather than LBP features of regions centred in landmarks. One of the reason that motivate us this change is that with the original approach [3], the different scale versions would include occluded regions. With our approach we are able to isolate the facial regions affected by occlusions. LBP features are extracted using available code by [1].

First the four different face regions are extracted from the original image: eyebrows, eyes, nose and mouth (see Figure 1 right). The use of four regions is done so as to make fair comparisons with the commercial software that also use these four facial regions. Each region is extracted by defining a region around a central landmark. To compute the Multiscale LBP feature vector for a specific region and scale, first the facial region is divided into a grid of \(10 \times 10\) cells, and then the LBP histogram is computed for each cell. This procedure is done for five different scales: 2, 1, 0.5, 0.25 and 0.125. The output vector for each region is achieved by concatenating the 59-vector LBP histogram of all cells at different scales.

\[^1\]We use the Official Matlab SDK For Face++ v2.
In order to reduce the dimensionality of the features, a PCA projection matrix is estimated for each region using the neutral, smile and anger face images from the development set. In all cases, the LBP feature vector is reduced to a dimensionality of 400 projected components. For the test phase, the Multiscale LBP features associated to each facial region are first computed and then projected into the PCA subspace. Similarity measures are obtained using the Euclidean distance.

2) LBP system for 15 facial regions: Previous works have shown good results using a higher number of facial regions [15], [14]. As we do not have a restriction of only using 4 regions as is the case with Face++ system, a LBP system based on 15 facial regions is assessed. The regions from the chin, left and right ear, left and right eye, left and right eyebrow, forehead, left middle face, right middle face and the whole face region are also considered apart from the four regions presented in Subsection III-C1. In this case, the LBP features are computed for every region at a single scale \( s = 1 \) (see Figure 1 right). Similarity measures are obtained using the Euclidean distance.

D. Holistic approaches

With the aim of making fair comparisons with the regions-based systems, a holistic approach is built for each of the three systems considered. For the Face++ commercial system, the API Face++ gives a similarity score for the whole face. With the LBP based approaches, an equivalent scheme is followed but considering the whole face as a unique facial region. In the LBP holistic approach, the image is divided into blocks of 10 by 10 and then the LBP is computed for each block, yielding a feature vector composed of the concatenation of the LBP of all blocks. The same applies to the Multiscale LBP holistic approach but with 5 different scale versions of the face.

IV. EXPERIMENTAL PROTOCOL

The whole database is divided into two different sets: development and evaluation according to Table I. First, to estimate the PCA matrix projection of the Multiscale LBP system and LBP system, we use the neutral, smile and anger images with homogeneous illumination of both sessions from subjects of the development set.

Results are reported for three different scenarios (neutral, sunglasses and scarf) in terms of EER. In all cases, images with homogeneous illumination from subjects of the evaluation test are used. For the neutral scenario, neutral images from the first session are compared to neutral images from the second session; for the sunglasses scenario neutral images from both sessions are compared to sunglasses images from both sessions and lastly, for the scarf scenario, neutral images from both sessions are tested against scarf images from both sessions. To the best of our knowledge, there is no standard experimental protocol for this database. As the aim of this work is to study solely the influence of occlusions over the face recognition systems, we decided to discard all the illumination images present in the database. It is worth to mention that the number of trials involved in the neutral scenario is half with respect to the trials in the sunglasses and scarf scenario.
TABLE II
PERFORMANCE OF INDIVIDUAL REGIONS AND FUSION SCHEMES WITH FACE++ COMMERCIAL SOFTWARE AND THE MULTISCALE LBP IN TERMS OF EER%. (*INDICATES THE NON-OCCULDED REGIONS, BEST OF EACH PAIR OF (SYSTEM,SCENARIO) IS BOLDED)

<table>
<thead>
<tr>
<th>System</th>
<th>Scenario</th>
<th>Individual regions</th>
<th>Fusion</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Eyebrows</td>
<td>Eyes</td>
</tr>
<tr>
<td>Face++</td>
<td>Neutral</td>
<td>7.69</td>
<td>7.69</td>
</tr>
<tr>
<td>Face++</td>
<td>Sunglasses</td>
<td>50.71</td>
<td>46.42</td>
</tr>
<tr>
<td>Face++</td>
<td>Scarf</td>
<td>15.97*</td>
<td>17.85*</td>
</tr>
<tr>
<td>Multiscale LBP</td>
<td>Neutral</td>
<td>15.38</td>
<td>7.69</td>
</tr>
<tr>
<td>Multiscale LBP</td>
<td>Sunglasses</td>
<td>41.46</td>
<td>45.71</td>
</tr>
<tr>
<td>Multiscale LBP</td>
<td>Scarf</td>
<td>16.07*</td>
<td>12.5*</td>
</tr>
</tbody>
</table>

V. EXPERIMENTS

Experiments are carried out on the ARFace database following the aforementioned experimental protocol for the three systems: Face++, Multiscale LBP and LBP systems. For each system and scenario, the performance of the individual facial regions is reported. Performance of the different fusion schemes at score level is reported as well: i) fusion of the whole set of facial regions; ii) fusion of non-occluded regions. For each specific scenario a subset of non-occluded regions is defined. In this work, the subset of non-occluded regions has been defined manually for the two scenarios. As in [2], the subset of non-occluded facial regions is comprised of: nose and mouth region for the sunglasses scenario (2 regions) and eyes, eyebrow and nose for the scarf scenario (3 regions).

Results from Face++ system and Multiscale LBP over 4 regions are shown in Table II. It can be seen that: i) the fusion of the whole set of facial regions is not always better than the performance of the best single region, ii) the best results are achieved when using either the best single region or the fusion of the non-occluded facial regions. When analysing the influence of occlusions over the performance of the single regions, it can be seen that the occluded regions worsen severely their performance while the non-occluded regions worsen slightly their performance comparing with the neutral scenario. The worsening observed in the non-occluded regions is due to several reasons. Firstly, the performance of the nose region is deteriorated in both scenarios and systems as this region is partially affected by the presence of sunglasses or scarves. For instance, the error of the nose region increases from 2.56% of EER to 8.12% of EER for the Face++ system and from 12.82% of EER to 27.67% of EER in the Multiscale LBP system for the neutral and scarf scenarios respectively. The same applies to the nose region in the sunglasses scenario. Also, the performance of the non-occluded regions is also affected by the loss of accuracy of the automatic landmark extraction algorithms when dealing with images with occlusions.

Comparing the performance of the two systems, we see the commercial software works best under the neutral scenario but the Multiscale LBP achieves better results in the presence of any of the occlusions considered. Concretely, the relative improvement of the Multiscale LBP approach with respect to the commercial system is 31% and 7.35% EER for sunglasses and scarf respectively.

The Multiscale LBP was defined using 4 regions in order to make a fair comparison with the Face++ system. However, there is still non-occluded information from the face that may be exploited in order to improve the robustness of the system. Therefore, we have developed a LBP based system for 15 facial regions. In Figure 2 the performance of the 15 different regions is plotted for the three different scenarios. It is very noticeable the regions whose performance is severely affected in the presence of occlusions. In the case of the sunglasses scenario those regions are right eyebrow, eyebrows, left eyebrow, right eye, eyes, and the left eye. In the case of the scarf scenario, they are only the mouth and chin regions. Other regions such as the forehead, the nose and right ear are somewhat affected by the presence of sunglasses or scarf. Likewise the Multiscale LBP system over 4 regions, a degradation of performance is also presented in the non-occluded regions. As stated before, this is mainly due to the loss of accuracy of the positioning of landmarks with occluded images.

Among the non occluded facial regions, the best discriminative ones are the whole face and forehead in the neutral scenario (5.12% of EER and 7.69% of EER); the mouth and chin in the sunglasses scenario (13.23% of EER and 14.24% of EER) and the forehead (7.14% of EER), right eye and left eye in the scarf scenario (both with 5.12% of EER). The worst discriminative ones are left ear and right ear for both neutral (23.07% of EER and 20.05% of EER) and sunglasses scenario (27.55% of EER and 36.02% of EER) and the nose and left ear (26.78% of EER and 25.89% of EER) for the scarf scenario. Ear regions are not easy to acquire robustly due to its high dependence on minor variations on the subject pose and the subject appearance (specially with women’s hair style).

Table III presents the results obtained with the three different systems as well as the three different scenarios involved, for both local and holistic approaches. From last column of Table III, we conclude that the holistic approach is only the best solution when using the commercial software Face++ compared to the non-occluded region fusion for this system. However, with the LBP approaches, the region-based local approaches outperform greatly either their associated holistic approach, achieving even better results than the holistic approach of the Face++ system.

Also from Table III, it can be observed the striking improvement achieved when increasing the number of facial regions from 4 to 15 regions in both scenarios. From Table III, we...
Fig. 2. Performance of the 15 different facial regions for the LBP system in terms of EER (%) for the three different scenarios: neutral, sunglasses and scarf.

<table>
<thead>
<tr>
<th>System</th>
<th>Scenario</th>
<th>Fusion of Whole Set of Facial Regions</th>
<th># Regions</th>
<th>Fusion Non-Occluded Facial Regions</th>
<th># Regions</th>
<th>Holistic</th>
</tr>
</thead>
<tbody>
<tr>
<td>Face++</td>
<td>Neutral</td>
<td>2.56</td>
<td>4</td>
<td>2.56</td>
<td>4</td>
<td>1.29</td>
</tr>
<tr>
<td>Face++</td>
<td>Sunglasses</td>
<td>20</td>
<td>4</td>
<td>17.14</td>
<td>2</td>
<td>17.85</td>
</tr>
<tr>
<td>Face++</td>
<td>Scarf</td>
<td>11.6</td>
<td>4</td>
<td>11.56</td>
<td>3</td>
<td>7.14</td>
</tr>
<tr>
<td>MultiscaleLBP</td>
<td>Neutral</td>
<td>4.58</td>
<td>4</td>
<td>4.58</td>
<td>4</td>
<td>5.10</td>
</tr>
<tr>
<td>MultiscaleLBP</td>
<td>Sunglasses</td>
<td>12.85</td>
<td>4</td>
<td>11.80</td>
<td>2</td>
<td>41.31</td>
</tr>
<tr>
<td>MultiscaleLBP</td>
<td>Scarf</td>
<td>10.71</td>
<td>4</td>
<td>10.71</td>
<td>3</td>
<td>15.67</td>
</tr>
<tr>
<td>LBP</td>
<td>Neutral</td>
<td>1.01</td>
<td>15</td>
<td>1.01</td>
<td>15</td>
<td>5.22</td>
</tr>
<tr>
<td>LBP</td>
<td>Sunglasses</td>
<td>8.82</td>
<td>15</td>
<td>5.88</td>
<td>6</td>
<td>42.32</td>
</tr>
<tr>
<td>LBP</td>
<td>Scarf</td>
<td>3.57</td>
<td>15</td>
<td>2.67</td>
<td>10</td>
<td>16.96</td>
</tr>
</tbody>
</table>

Comparing between Local and Holistic Approaches for the Face++, Multiscale LBP and LBP Systems in Terms of EER%.

A subset of non-occluded regions is also defined for the LBP system. Concretely the non-occluded regions: forehead, right ear, left ear, nose, mouth, chin are considered for the sunglasses scenario while the non-occluded regions: forehead, right eyebrow, eyebrows, left eyebrow, right eye, eyes, left eye, right ear, left ear, nose are considered for the scarf scenario. It is also deduced here that performance improves when considering the fusion of the non-occluded facial regions. The EER is reduced from 8.82% to 5.88% for the sunglasses scenario (using 6 of the 15 facial regions) and from 3.57% to 2.67% for the scarf scenario (using 10 of the 15 facial regions), yielding further relative improvements of 33.33% and 25.21% respectively. The average relative improvement of the LBP with 15 facial regions systems with respect to the best solution of Face++ and Multiscale LBP is of 43.64% for the sunglasses scenario and 67.94% for the scarf scenario.

VI. CONCLUSION

In this work we give more insights into the problem of face recognition with occlusions under a region-based approach. We evaluate face recognition systems with 4 facial-regions, achieving better results than a state-of-the-art commercial system. Then we propose to increase the number of facial regions considered up to 15 turning out in importance relative improvements.

Experiments have been conducted with three different systems: Face++ commercial system, a Multiscale system and a LBP system under three different scenarios: neutral, sunglasses and scarf scenario. The effectiveness of using a selective and local approach when dealing with occlusions has been empirically proved. Our proposed approach based on 15 facial regions with the fusion of the non-occluded ones outperforms greatly any of the 4 facial regions in the three scenarios considered.

Even if results are presented for two constrained types of occlusions (sunglasses and scarf), this fusion of local regions may be useful to address other occlusions in more real-world conditions. Some more realistic databases such as Remote Face [10] or LFW [6] will be considered for future work. The extraction of facial regions in uncontrolled conditions will be one of the main challenges to overcome.
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